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The Hamiltonian Simulation Problem in a Nutshell

• Given a (qubit) quantum system modeled by a Hamiltonian H, use a quantum 
computer to obtain time-evolved properties of the system.

• One way of solving this problem is by actually preparing the evolved quantum state 
(in some encoded fashion).

• The goal is to provide a sequence of elementary 1 and 2-qubit gates that would 
prepare such a state.



The Hamiltonian Simulation Problem in a Nutshell

• Given a (qubit) quantum system modeled by a Hamiltonian H, use a quantum 
computer to obtain time-evolved properties of the system.

• One way of solving this problem is by actually preparing the evolved quantum state 
(in some encoded fashion).

• The goal is to provide a sequence of elementary 1 and 2-qubit gates that would 
prepare such a state.

My talk is about this



Quantum Simulators as Special-Purpose Quantum Computers

Optical lattices

• The idea is to design the interactions such that they mimic the Hamiltonian H
• Such interactions are always ‘ON’ or their control is limited - there are no gates
• I will not talk about this! I will talk about universal quantum-computer simulations

Ion traps



Quantum Systems and Quantum Computers

• The simulation of quantum systems was the main motivation 
behind Feynman’s proposal of a quantum computer.

• For example, simulating n-spin systems with conventional 
computers require time exponential in n. Quantum computers are, 
in principle, not subject to this “exponential explosion”.



Quantum Systems and Quantum Computers

• The simulation of quantum systems was the main motivation 
behind Feynman’s proposal of a quantum computer.

• For example, simulating n-spin systems with conventional 
computers require time exponential in n. Quantum computers are, 
in principle, not subject to this “exponential explosion”.

Numerous applications:

• Computation of scattering amplitudes, correlation functions, 
equilibrium properties, … 

• Quantum chemistry: simulation of new chemical reactions; 
Quantum field theories; Quantum transport;…

• Quantum simulation appears as a subroutine in many 
algorithms (Linear systems, quantum simulated annealing,…)



Quantum Systems and Quantum Computers

Moreover:

• Many problems related to computing properties of quantum systems are BQP-

hard or BQP-Complete [Wocjan and Zhang, 2006]

• In this sense, Hamiltonian Simulation is the PROBLEM for quantum computers

…. Simulating quantum physics is the app for quantum 

computers. They’re not going to be helping you stream video 

on your smartphone. If ….



Near Term Quantum Computers

Something related to the simulation of physical systems *may* be the main 
application of near-term quantum computers:

• Order of 100s qubits
• Limits on # of gates

Google 
Bristlecone

IBM

Rigetti



Near Term Quantum Computers

A big issue: quantum error correction is left under the rug!

Can we really simulate physical systems with these devices? 
How big? What problems? Dynamics, equilibrium?

Many open questions. A lot of interest in this recently: any useful contribution is 
extremely important, and it is often the case that Hamiltonian simulation 
methods provide the basis of near-term methods. 



• Quantum simulation is an extremely active field of research 

• Nearly every day there is at least one arXiv paper posted on 
this topic, if not more

• While a lot of progress has been made, many important and 
open questions remain. In fact, improved Hamiltonian 
simulation methods will be needed for a first demonstration.

I will summarize some of the most useful techniques and results, 
but there won’t be enough time to go over every result

Also, I will pick simple examples, but the results I’ll present can 
be generalized to more complex quantum systems and could 
address other models, such as the quantum query model

Quantum Simulation: Motivations, Outline 



n-qubit (spin-1/2) system

Hamiltonian Simulation: A Simple Example

Modeled by a Hamiltonian
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Hamiltonian Simulation: A Simple Example

Modeled by a Hamiltonian

products of 
Pauli operators

For example Ôk = X
j
X

j+1

Xj = I ⌦ . . .⌦ I ⌦X ⌦ I . . .⌦ I

j-th position

Pauli matrices:

X =

✓
0 1
1 0

◆
, Y =

✓
0 �i
i 0

◆
, Z =

✓
1 0
0 �1

◆
, I =

✓
1 0
0 1

◆
.

real numbers (0, 1]



n-qubit (spin-1/2) system

Hamiltonian Simulation: A Simple Example

Modeled by a Hamiltonian

products of 
Pauli operators

real numbers (0, 1]

For example Ôk = X
j
X

j+1

Xj = I ⌦ . . .⌦ I ⌦X ⌦ I . . .⌦ I

j-th position

Pauli matrices:

X =

✓
0 1
1 0

◆
, Y =

✓
0 �i
i 0

◆
, Z =

✓
1 0
0 �1

◆
, I =

✓
1 0
0 1

◆
.

In matrix representation, 
these are of dimension 
NxN, where N=2n



n-qubit (spin-1/2) system

Hamiltonian Simulation: Time Evolution

Modeled by a Hamiltonian

Hamiltonian simulation: Approximating time evolution

Given the Hamiltonian H (say as a l.c. of Paulis), an evolution time t>0, and a 
precision parameter ε>0, construct a quantum circuit V=VL-1…V1V0 such that

for all quantum states | i

ke�iHt| i � V | ik  ✏
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Hamiltonian Simulation: Time Evolution

Modeled by a Hamiltonian

Hamiltonian simulation: Approximating time evolution

Given the Hamiltonian H (say as a l.c. of Paulis), an evolution time t>0, and a 
precision parameter ε>0, construct a quantum circuit V=VL-1…V1V0 such that

for all quantum states | i

k|0 . . . 0i(e�iHt| i)� V |0 . . . 0i| ik  ✏

The main objective is to develop a quantum algorithm that prepares the state and 
has gate complexity that is polynomial in the system size n  and other relevant 
parameters. We will call this algorithm efficient.



n-qubit (spin-1/2) system

Quantum Simulations: Classical Complexity

Modeled by a Hamiltonian

Note: classical algorithms for computing properties of an n-qubit system 
require, in the worst case, dealing with matrices of exponential dimension in n. 
Therefore, the quantum simulation problem is one of those problems that may 
be solved exponentially faster on a quantum computer.



Quantum Algorithms and Hamiltonian Simulation

1- Preparation of an initial pure state

2- Unitary evolution V=VL-1…V1V0

3- Measurement of observable M

ψ

V

M

|0 . . . 0i| i



Quantum Algorithms and Hamiltonian Simulation

1- Preparation of an initial pure state

2- Unitary evolution V=VL-1…V1V0

3- Measurement of observable M

ψ

V

M

DecodingEncoding

|0 . . . 0i| i

e�iHt
M ! hO(t)i



Quantum Algorithms and Hamiltonian simulation

When constructing quantum algorithms, we need to focus on resources: 

• Total number of qubits
• Number of fresh ancillary qubits
• Number of measurements
• Number of 1- and 2-qubit elementary gates



Quantum Computing and Hamiltonian Simulation

…≈



Quantum Computing and Hamiltonian Simulation

…≈

How can we approximate the exponential operator by a sequence of elementary 
gates? 

We want to achieve the goal not only by providing an efficient quantum algorithm, 
but also by providing the best possible method in terms of overall resources.



Quantum Computing and Hamiltonian Simulation

…≈

In the following, I will revisit two of the most successful methods to approximate 
time evolution on a quantum computer.

1) Trotter-Suzuki approximations

2) Taylor-series approximation (linear combination of unitaries, LCU)



Hamiltonian Simulation: Trotter-Suzuki Approximations

• These (high-order) approximations are attractive due to their simplicity, they 
are intuitive, and do not need of ancillary qubits, making them attractive for 
near term applications.

• They basically approximate the evolution operator by short time evolutions 
under its constituents, each being simulated using a few 1 and 2-qubit gates.

• An upside is that they exploit some structure of the problem (e.g., 
commutation relations) and in such cases they perform very well. But if such 
structure can not be exploited or is unknown, the performance is poor.

• Another downside is that their complexity in terms of accuracy is also poor 
and can be prohibitive for some applications.



Hamiltonian Simulation: Trotter-Suzuki Approximations

U(t) = e�iHt



Hamiltonian Simulation: Trotter-Suzuki Approximations

U(t) = e�iHt

U(t) ⇡ . . . e�isKÔ0 .e�isK�1ÔK�1 . . . e�is1Ô1 .e�is0Ô0

sj ⌧ t



Hamiltonian Simulation: Trotter-Suzuki Approximations

• The time evolution of H is approximated by a sequence of short-time evolutions 
under each operator in the Hamiltonian.

• The approximation becomes an equality in the limit of sj=0.

• Each short-time evolution corresponds to either an elementary gate or can be easily 
decomposed as a sequence of elementary gates following standard methods.

• The complexity of the quantum algorithm is mainly determined by the number of 
short-time evolutions in the product. Note that no ancillary qubits are necessary!

U(t) = e�iHt

U(t) ⇡ . . . e�isKÔ0 .e�isK�1ÔK�1 . . . e�is1Ô1 .e�is0Ô0

sj ⌧ t



Hamiltonian Simulation: Trotter-Suzuki Approximations

• The time evolution of H is approximated by a sequence of short-time evolutions 
under each operator in the Hamiltonian.

• The approximation becomes an equality in the limit of sj=0.

• Each short-time evolution corresponds to either an elementary gate or can be easily 
decomposed as a sequence of elementary gates following standard methods.

U(t) = e�iHt

e�isX1Y 2Y 5

= ei⇡Z
2Y 5/4.e�isX2Z2

.e�i⇡Z2Y 5/4

U(t) ⇡ . . . e�isKÔ0 .e�isK�1ÔK�1 . . . e�is1Ô1 .e�is0Ô0

sj ⌧ t



Hamiltonian Simulation: Trotter-Suzuki Approximations

• There is a recipe to choose the evolution times appearing in the product 

The simplest case: first order approximation

W1(s) = e
�isÔ0e

�isÔ1 = I � is(Ô0 + Ô1) +O(s2)H = Ô0 + Ô1
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Split the evolution into segments:



Hamiltonian Simulation: Trotter-Suzuki Approximations

• There is a recipe to choose the evolution times appearing in the product 

The simplest case: first order approximation

W1(s) = e
�isÔ0e

�isÔ1 = I � is(Ô0 + Ô1) +O(s2)H = Ô0 + Ô1

U(s) = e
�isH = I � is(Ô0 + Ô1) +O(s2)

kU(s)�W1(s)k = O(s2)

t

s

r = t/s
Trotter number

U(t) ⇡✏ (W1(s))
r

rs2  ✏ ! r t2/✏

Split the evolution into segments:



Hamiltonian Simulation: Trotter-Suzuki Approximations

Complexity in high-order Trotter-Suzuki approximations

Recursive 
relation

kU(s)�Wp(s)k = O((Ks)p+1)



Hamiltonian Simulation: Trotter-Suzuki Approximations

Complexity in high-order Trotter-Suzuki approximations

Recursive 
relation

kU(s)�Wp(s)k = O((Ks)p+1)

U(t) ⇡✏ (Wp(s))
r

r ⇠ (Kt)1+1/p

✏1/p

G ⇠ 5pKrG: number of terms in product, “gate complexity”



Hamiltonian Simulation: Trotter-Suzuki Approximations

• Trotter-Suzuki approximations of the evolution operator provide then an efficient 
quantum algorithm: No complexity is polynomial in the dimension N, only linear 
in the number of terms in the Hamiltonian K, which scales with the system size n

G ⇠ 5pK
(Kt)1+1/p

✏1/p
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• Trotter-Suzuki approximations of the evolution operator provide then an efficient 
quantum algorithm: No complexity is polynomial in the dimension N, only linear 
in the number of terms in the Hamiltonian K, which scales with the system size n

• No ancillary qubits!

• The method is efficient, but how well does it perform in practice? Polynomial 
scaling may not be enough if a large number of elementary gates still needs to be 
implemented to show an advantage with respect to classical-computer 
simulations.
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Hamiltonian Simulation: Trotter-Suzuki Approximations

• Trotter-Suzuki approximations of the evolution operator provide then an efficient 
quantum algorithm: No complexity is polynomial in the dimension N, only linear 
in the number of terms in the Hamiltonian K, which scales with the system size n

• No ancillary qubits!

• The method is efficient, but how well does it perform in practice? Polynomial 
scaling may not be enough if a large number of elementary gates still needs to be 
implemented to show an advantage with respect to classical-computer 
simulations.

• A significant body of research still goes to improving methods based on product 
formulas.

G ⇠ 5pK
(Kt)1+1/p

✏1/p



Trotter-Suzuki Approximations in Quantum Chemistry

• Trotter-Suzuki approximations in quantum chemistry (an important problem). 
This is a fermionic system but can be mapped to a qubit system, as I will explain 
later. The Hamiltonian is:



Trotter-Suzuki Approximations in Quantum Chemistry

• Trotter-Suzuki approximations in quantum chemistry (an important problem). 
This is a fermionic system but can be mapped to a qubit system, as I will explain 
later. The Hamiltonian is:

• Assumptions (for simplicity):

K



Trotter-Suzuki Approximations in Quantum Chemistry

• Trotter-Suzuki approximations in quantum chemistry (an important problem). 
This is a fermionic system but can be mapped to a qubit system, as I will explain 
later. The Hamiltonian is:

• Assumptions (for simplicity):

• For the 2nd order approximation, where p=2, we obtain

K



Trotter-Suzuki Approximations in Quantum Chemistry

• Trotter-Suzuki approximations in quantum chemistry (an important problem). 
This is a fermionic system but can be mapped to a qubit system, as I will explain 
later. The Hamiltonian is:

• To reduce the gate complexity, researchers have used a variety of techniques

2013- Circuit compilation (some gates cancel)

2013/19- Better bounds on nested commutators

2013- Numerical simulations show



Trotter-Suzuki Approximations in Quantum Chemistry

• Trotter-Suzuki approximations in quantum chemistry (an important problem). 
This is a fermionic system but can be mapped to a qubit system, as I will explain 
later. The Hamiltonian is:

• To reduce the gate complexity, researchers have used a variety of techniques

2014- Further improvements on the bounds of 
errors from nested commutators

2014- Improvements in Hamiltonian decompositions Numerical simulations 
show better scaling



Trotter-Suzuki Approximations: Some More References

• The original ideas can be found in the papers by Suzuki [1] and some formal 
results on product formulas that are useful for quantum computing can be found 
in [2] and other papers

• A careful analysis on errors show that these depend on nested commutators of 
terms appearing in the Hamiltonian. Many recent improvements exploit the 
structure of these commutators, either by looking at Lie algebraic properties [3] 
or other properties like the locality of interactions [4]. A simple randomization 
method, in which the order of the terms in the Hamiltonian is chosen randomly, 
improves product formulas a little [5]. 

[1] M. Suzuki, Phys. Lett. A146, 319 (1990)
[2] D. Berry, G. Ahokas, R. Cleve, and B. Sanders,Comm. Math. Phys.270, 359 (2007)
[3] R. D. Somma, J. Math. Phys. 57,062202 (2016)
[4] A. M. Childs, Y. Su, M. C. Tran, N. Wiebe, andS. Zhu, arXiv: 1912.08854 (2019)
[5] A. M. Childs, A. Ostrander, Y. Su, Quantum 3, 182 (2019)



Hamiltonian Simulation: Better Approximations?

• Trotter-Suzuki approximations are attractive due to their simplicity

• However, they are not optimal and their scaling with the precision error is 
poor (polynomial dependence)

• New quantum simulation methods are always useful and can result in novel 
techniques for quantum computing



Hamiltonian Simulation: Better Approximations?

• Trotter-Suzuki approximations are attractive due to their simplicity

• However, they are not optimal and their scaling with the precision error is 
poor (polynomial dependence)

• New quantum simulation methods are always useful and can result in novel 
techniques for quantum computing

• We developed a quantum algorithm that aims at simulating the Taylor series 
expansion of the evolution operator [6]. Our quantum algorithm is optimal in 
almost all parameters and has been studied for quantum chemistry with 
successful results. (Some improvements occurred since then)

[6] D. Berry, A. Childs, R. Cleve, R. Kothari, and R.D. Somma, Phys. Rev. Lett. 114, 090502 (2015) 



Hamiltonian Simulation: Taylor-series Approximations

• These approximations are also attractive due to their simplicity but they need 
ancillary qubits and may not be useful in the very near term.

• They basically approximate the evolution operator by implementing the Taylor 
series expansion of the exponential using 1 and 2-qubit gates.

• An upside is that their complexity in terms of precision is polylogarithmic. This 
is an exponential improvement over product formulas and this approach will 
be paramount when highly-precise measurements are needed.

• A downside is that, a priori, they don’t exploit the structure of the problem 
(some current work is going into this). When the structure is unknown, they 
are provably optimal.



Hamiltonian Simulation: Taylor-series Approximations

Pauli products:
Hermitian and unitary
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Hamiltonian Simulation: Taylor-series Approximations

Pauli products:
Hermitian and unitary

• W(s) is almost a unitary operation

• W(s) is a linear combination of unitaries after replacing H

• The quantum simulation algorithm aims at implementing the truncated Taylor-
series approximation of the exponential operator q times, for s=t/q

• It uses two primitives: LCU for linear combination of unitaries and OAA for 
oblivious amplitude amplification



Linear Combination Unitaries (LCU)

• Quantum computers can implement unitary operations. What about 
linear combinations of unitaries? 



Linear Combination Unitaries (LCU)
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If we measured here, we would 
obtain the correct state with some 
probability

Linear Combination Unitaries (LCU)
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Assume also that
unitary

If we measured 
here, we would 
obtain the correct 
state with 
probability 1

Oblivious Amplitude Amplification (OAA)

The reflection operator:



The last step was a version of amplitude amplification that works even when the 
input state is unknown! → “Oblivious amplitude amplification”

Oblivious Amplitude Amplification (OAA)



π / 3

Oblivious Amplitude Amplification (OAA)



π / 3

Oblivious Amplitude Amplification (OAA)

I: Apply R



π / 3

Oblivious Amplitude Amplification (OAA)

II: Apply R
conjugated by W

Resulting state:
Desired state (up to irrelevant sign -1)



Oblivious Amplitude Amplification (OAA)

Assume also that
unitary
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LCU and OAA

In a more general case:

Half a unitary

Oblivious amplitude amplification



LCU and OAA

In a more general case:

Half a unitary

Oblivious amplitude amplification

desired state



Hamiltonian Simulation: Taylor series, LCU, and OAA

Pauli products:
Hermitian and unitary

We were here:

|ck|  1
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Hamiltonian Simulation: Taylor series, LCU, and OAA

Pauli products:
Hermitian and unitary

We were here:

• First we obtain the LCU:

>0

Unitaries: products 
of Pauli operators

|ck|  1
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Hamiltonian Simulation: Taylor series, LCU, and OAA

Pauli products:
Hermitian and unitary

We were here:

• First we obtain the LCU:

Since this is a good approximation 
to the evolution operator U(t)

Then this LCU is 
almost half a unitary



Hamiltonian Simulation: Taylor series, LCU, and OAA

Pauli products:
Hermitian and unitary

We were here:

• First we obtain the LCU:

We picked s to fit the LCU 
and OAA approaches
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Pauli products:
Hermitian and unitary

We were here:

• Second, for that choice of s we note that the number of steps is q=t/s

(Because s ~ 1/K)q = O(tK)
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Hamiltonian Simulation: Taylor series, LCU, and OAA

Pauli products:
Hermitian and unitary

We were here:

• Second, for that choice of s we note that the number of steps is q=t/s

• Then we need to pick the approximation order R such that

q = O(tK)

R = O

✓
log(tK/✏

log log(tK/✏)

◆



Hamiltonian Simulation: Taylor series algorithm

• The gate complexity of the LCU + OAA method is

G= Number of steps (q) x complexity of each step

Complexity of each step = 3 x cutoff order x complexity implementing LCU for H



Hamiltonian Simulation: Taylor series algorithm

• The gate complexity of the LCU + OAA method is

G= Number of steps (q) x complexity of each step

Complexity of each step = 3 x cutoff order x complexity implementing LCU for H

G = O

✓
tK2 log(tK/✏)

log log(tK/✏)
n

◆



Hamiltonian Simulation: Taylor series algorithm and Optimality

• Strict improvement over previously known approaches for Hamiltonian 
simulation

• The gate complexity G depends logarithmically in 1/ε and is almost linear in t

• The gate complexity G is optimal: There is a matching lower bound

• LCU and OAA are new techniques that encountered applications in several 
other quantum algorithms (Gibbs state preparation, solving linear systems,…)

G = O

✓
tK2 log(tK/✏)

log log(tK/✏)
n

◆



Hamiltonian Simulation: Taylor series algorithm for Quantum 
Chemistry

2015- Further improvements on this problem were 
obtained using the described simulation algorithm



Hamiltonian Simulation: Improvements on the Taylor series 
algorithm?

Less ancillary qubits suffice



Hamiltonian Simulation via Quantum Signal Processing

Rough idea:

|0..0iU(t)| i ⇡
X

j

↵jW
j |0..0i| i



Hamiltonian Simulation via Quantum Signal Processing

Rough idea: |0..0iU(t)| i ⇡
X

j

↵jW
j |0..0i| i

Polynomial that depends on H

W W W

✓0 ✓1 ✓2 ✓3 …Approximates 
the polynomial

Problem: Given the coefficients in the polynomial, find the single qubit rotations
This may be done efficiently; recent progress by Microsoft and Alibaba

Logarithmic scaling in precision due to efficient polynomial approximations



Quantum Simulations: What other methods exist?

• The evolution operator can also be simulated by using a quantum walk operator 
combined with quantum phase estimation. This approach results in a nice scaling 
in terms of t (almost linear) but not in terms of ε [Berry,Childs (2012)].

• For some specific Hamiltonians, other and more efficient approaches may work. 
Gate optimization techniques are also important, and a lot of recent work has 
gone into optimizing quantum circuits.
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• So far we assumed that the Hamiltonian was presented as

• The query model does not make such an assumption. Instead, it assumes that 
we can query the matrix elements of H – a matrix of exponential dimension

• The assumption is that we have access to an oracle OH such that

OH |j, ki = |j, v(j, k)i

row index
element index column index

OH |j, j0, zi = |j, j0, Hjj0 � zi

matrix elementrow / column index

q-bit string



Hamiltonian Simulation: The Query Model

• We can use the previous results to provide a quantum algorithm that 
approximates time evolution 

• The quantum algorithm uses the oracle and other 2-qubit gates

• The complexity is determined by two components: The query complexity, which 
is the number of calls to the oracle, and the gate complexity, which is the 
additional number of 2-qubit gates that are independent of the Hamiltonian

• There are various ways of constructing the algorithm. A common one is to 
consider the adjacency graph and split H into a combination of Hamiltonians, 
each acting on 2-dimensional subspaces. This is done via a particular coloring.
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• We assumed that the Hamiltonian was for a qubits’ system and was time-
independent

• However, methods based on Trotter-Suzuki approximations and Taylor series 
approximations can be generalized to the time-dependent case

• Trotter-Suzuki methods will have an increase in the gate complexity that is 
polynomial in the norm of the rate of change of the Hamiltonian, which is bad

• Methods based on the Taylor series have a small increase in complexity that is 
only logarithmic in the norm of the rate of change of the Hamiltonian

• To achieve this nice scaling, rather than approximating the Taylor series of the 
exponential we need to approximate the time-ordered series of the evolution 
operator as a linear combination of unitaries



Hamiltonian Simulation: What I didn’t talk about…

• We assumed that the Hamiltonian was for a qubits’ system and was time-
independent



Hamiltonian Simulation: What I didn’t talk about…

• We assumed that the Hamiltonian was for a qubits’ system and was time-
independent

• However, the presented simulation methods can also be used for fermionic, 
anyonic, and even bosonic systems [Somma++ (2002)]



Hamiltonian Simulation: What I didn’t talk about…

• We assumed that the Hamiltonian was for a qubits’ system and was time-
independent

• However, the presented simulation methods can also be used for fermionic, 
anyonic, and even bosonic systems [Somma++ (2002)]

• For fermionic and anyonic systems, we can use the so-called Jordan-Wigner 
mappings that map the fermionic or anyonic algebra to the Pauli algebra



Hamiltonian Simulation: What I didn’t talk about…

• We assumed that the Hamiltonian was for a qubits’ system and was time-
independent

• However, the presented simulation methods can also be used for fermionic, 
anyonic, and even bosonic systems [Somma++ (2002)]

• For fermionic and anyonic systems, we can use the so-called Jordan-Wigner 
mappings that map the fermionic or anyonic algebra to the Pauli algebra

• In this way, we reduce the problem to that of simulating qubits



Hamiltonian Simulation: What I didn’t talk about…

• We assumed that the Hamiltonian was for a qubits’ system and was time-
independent

• However, the presented simulation methods can also be used for fermionic, 
anyonic, and even bosonic systems [Somma++ (2002)]

• For fermionic and anyonic systems, we can use the so-called Jordan-Wigner 
mappings that map the fermionic or anyonic algebra to the Pauli algebra

• In this way, we reduce the problem to that of simulating qubits

• Simulating bosons is more complicated and we need to set bounds on the 
number of bosons in the system since we are working with finite degrees of 
freedom, but still can be done
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Hamiltonian Simulation: What I didn’t talk about…

• We assumed that the Hamiltonian was for a qubits’ system and was time-
independent

• The presented simulation methods may also be used to simulate quantum 
systems in continuous variables, such as a particle in a potential [Somma(2015)]

• A lot of recent work has gone to Hamiltonian simulation methods for quantum 
field theories and other CV systems

• Some complications come from the fact that we need to discretize the system 
and work with finite degrees of freedom

V (x)∝ x2
oscillation



Thank you
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